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H elping companies plan, design, operate, and even-
tually refresh or repurpose their data centers more 
efficiently and effectively is a core part of Eaton 

Corporation’s mission. So, too, is doing business in eco-
logically sustainable ways. Not surprisingly then, when Eaton 
embarked on Project BlueGrass, a strategic effort to construct 
next-generation data centers, it took its own advice, employ-
ing today’s most sophisticated tools, techniques, and design 

methods in a manner that carefully balanced business priori-
ties with environmental responsibility. The result is a set of 
state-of-the-art computing facilities that will reliably support 
Eaton’s IT needs for the next two decades while delivering a 
projected $23 million in energy savings along the way.

ORGANIZATIONAL ALIGNMENT
The first piece of advice is less about the technology 

itself and more about increasing ROI through the efficient 
and effective use of organizational alignment. At most 
companies, two departments split responsibility for the data 
center: IT, which typically reports up to the CIO; and facili-
ties, which typically reports to the COO or vice president of 
corporate real estate. 

Changing the organizational structure so that both the IT 
and facilities departments report to the same executive helps to 
align everyone in the data center around common goals, met-
rics, and objectives. That, in turn, can drive greater efficiencies 
by ensuring that IT and facilities managers are equally moti-
vated to improve performance and lower power bills. 

In order to maximize efficiencies and ensure the successful 
operation of Project BlueGrass facilities, Eaton created a new 
extension of the IT Enterprise Infrastructure Services Team, 
called the Mission Critical Facilities Team (MCF), consisting of 
resident engineers whose specialty consists of more than 10 years 
of electrical and mechanical experience in the data center space.
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“We recognize that a specialized set of 
skills is required for our team to successfully 
operate, support, and manage the power and 
cooling infrastructure that is required by the IT 
equipment within our data center halls,” said 
Rob Agar, vice president of enterprise infra-
structure services at Eaton Corporation. “By 
aligning the Mission Critical Facilities Team 
within the Enterprise Infrastructure Services 
Team, we feel the collaboration, direction, and 
integration of their activities is important to our 
success moving forward.”

As a result of this organizational structural 
change made three years ago at Eaton, these 
teams together own the facilities design and 
operation in Project BlueGrass, with decisions 
by one team directly affecting the responsibili-
ties of the other group.

INVESTING INTECHNOLOGY
New electrical power management compo-

nents are so much more efficient than their pre-
decessors that they can quickly pay for them-
selves. Agar used only energy-efficient servers and switches, 
as well as the latest and more efficient power quality and dis-
tribution systems in the design and implementation of Proj-
ect BlueGrass. “Though such components will cost us a little 
more up front,” said Agar, “they will significantly reduce our 
energy bills and carbon footprint over the long term.

“In addition to upgrading uninterruptible power supply 
(UPS) hardware, you can also save money by moderniz-
ing your data center hardware. Deploying state-of-the-art, 
energy-efficient power distribution units (PDUs), such as 
the Eaton 400V ePDU, can measurably lower your exposure 
to costly server outages as can upgrading to newer, more 
energy-efficient servers,” said Agar. 

MODULAR DESIGN PRINCIPLES
Experts increasingly recommend taking a modular 

approach to power system design, in which capacity is 
deployed as it is needed and meets only the initial require-
ments at the outset. 

A modular power system offers both improved reliability, 
by building around multiple modular components instead of a 
single big one, and increases redundancy and greater flexibility 
due to smaller size and easier installation. These features make 
modular systems ideal for today’s fast-paced data centers. 

To allow for future growth in Eaton’s new data centers, Agar 
used modular power design principles in Project BlueGrass 
to support Eaton’s needs for at least the next 10 to 15 years.

“While we initially will use only 30 percent of that capaci-
ty, we don’t have to buy 15 years’ worth of anticipated power 
resources in advance,” said Agar. “This means that on day 
one, each site will contain two data halls of 10,000 square 

feet at a power density of 90 watts per square foot. The ulti-
mate build out of these two sites, however, is projected to be 
six data halls of 10,000 square feet each at a power density 
of 180 watts per square feet.” 

ENTERPRISE MONITORING
With web-based convergence solutions, organizations can 

use a “single pane of glass” to monitor their entire enter-
prise. Utilizing this secure holistic view, IT and facilities can 
increase server availability and optimize power usage. 

Convergence solutions correlate specific power circuits to 

Figure 2. The lobby of Eaton’s new facility

Figure 1. The Eaton 400V RPP works alongside Eaton 9395 UPS with Energy Saver System to extend the capabilities of its UPS technology, allowing 

users to run servers at 230V, while operating the UPS at 99 percent efficiency.
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specific servers and applications, enabling data center man-
agers to spot potentially dangerous electrical conditions in 
real time, see exactly which business services they jeopardize 
and take prompt preventive action. 

“Enterprise monitoring was implemented in both of our 
new data centers,” said Agar. “Our IT and facilities depart-
ments will both enjoy access to the same enterprise-wide 
monitoring technology, enabling our technicians to identify 
and address power issues as quickly and effectively as they 
do network and storage problems.” 

Additionally, most enterprise monitoring solutions collect 
historical data on power usage patterns that can allow facili-
ties managers to levy precise charge backs to business man-
agers based on the actual amount of energy they consume, 
or perform “what if” analyses to find the most efficient data 
center configuration for their environment. 

The new data centers will be equipped with an electrical 
power management system (EPMS) and a third-party build-
ing management system (BMS). 

“These systems will provide a high level of monitoring and 
management and, in the case of the BMS system, will also 
allow the facility operations staff to control the mechanical 
portions of the facility from a command console,” said Agar. 
“They have also been integrated in our new data centers to 
allow critical data to flow from the BMS platform to the 
EPMS platform.” 

The BMS system will pass 515 measurements per second 
to the EPMS, including computer room air handler (CRAH) 
and chiller status, water temperature, water tank status, gen-
erator status, and outside air temperature. 

“The EPMS for our project will incorporate that data 
into its dashboards and reports, giving it and the facility 
operations staff a comprehensive view of both power-and 

building-related status information in one place,” said Agar. 
“In the event of an alarm, managers will be able to view 
alarms on a mobile device and have access to a complete, 
three-dimensional map of the data center that will provide 
real-time information about what the problem is and in what 
piece of equipment it is located.” 

Additionally, the EPMS will provide access to an execu-
tive dashboard that will allow decision-makers to monitor 
key metrics—including PUE—in real time. 

The system will also archive power-monitoring data for 
future reference, enabling data center managers to generate 
a variety of informative reports on topics such as energy 
consumption, load capacity, and power quality. That, in turn, 
will allow data center managers to identify and proactively 
address areas of energy inefficiency.

SUSTAINABLE PRACTICES
Lastly, organizations can further reduce carbon footprint 

and energy spending by implementing environmentally 
responsible “green IT” practices such as consolidating serv-
ers through virtualization, creating hot-and-cold aisles, and 
deploying modern UPSs. Coupling ideas like these with 
deployment of more efficient power and cooling technolo-
gies can enable a midsize data center with 1,500 servers to 
save millions of dollars while dramatically shrinking its 
contribution to global warming. 

In keeping with a company-wide commitment to “doing 
business right” that has the complete support of the com-
pany’s chairman and CEO, Eaton’s new data centers employ 
a variety of technologies and practices aimed at conserving 
power and shrinking our impact on the environment. 

In designing Project BlueGrass, the project team focused 
on a design that would be flexible, modular, and scalable 
enough to stay in front of rapid business/IT change and 
demand. “On day one, the electrical cooling infrastructure 
will support power densities of 90 watts per square foot with 
upgrade steps at 120 watts per square foot and 180 watts per 
square foot,” said Agar. “The rack-level electrical loads are 
projected to be 4 kilowatt per rack on day one, and to scale 
up to 8 kilowatt as the IT technology footprint grows within 
the facilities.” 

Over the data center lifetime, server, and storage virtual-
ization will dramatically limit total power consumption, and 
save footprint as well.

HOT-AND-COLD AISLES
The Project BlueGrass data halls are designed to be main-

tained at a temperature of 74ºF by conditioning and recircu-
lating the air within the room using a CRAH. 

“Heat from the data hall is exchanged by the warm air 
passing over the coil, which has cool water inside it, result-
ing in cold air being distributed back into the room and warm 
water being transported from the coil via closed chilled-
water loop to a chiller,” said Agar. “There, after another 
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Figure 3.  Eaton’s Foreseer Enterprise Monitoring software works in conjunction with building management systems (BMS) 

to provide comprehensive and “real time” view of the electrical, mechanical, life safety and security systems.
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exchange, heat is passed to the cooling towers via condenser 
loop, where it is discharged into the atmosphere.” 

Eaton enclosures and thermal management systems are 
used to create complete isolation between cool inlet air and 
hot return air. This hot or cold aisle approach eliminates inef-
ficient mixing of hot and cold air.

MODERN UPS
Eaton modular 9395 UPSs in Energy Saver System mode 

provide scalable power protection and 99 percent efficiency 
in a dual-bus architecture. Further, the UPS system is backed 
by two 3,300 horsepower generators (2 megawatts) capable of 
delivering 12,470 volts in the event that the site loses utility 
power are also included in the design. This is consistent with 
Eaton’s N+1 redundancy requirements for these facilities. 

“On day one, one generator is required to provide the 
power requirements for the site during an outage,” said Agar. 
“The generators are supported by a 30,000-gallon diesel tank 
in the service yard which is projected to allow the facility to 
operate for 10 days without supplemental fuel in the case of 
an extended utility outage.”

Project BlueGrass vividly demonstrates how companies 
that take a disciplined approach to designing, building and 
equipping new data centers can deliver IT services not only 
reliably and cost-effectively but with sustainability as well. 
Thanks to the rigor with which the team selected vendors 
and locations, as well as the leading-edge infrastructure 
resources, power quality equipment and monitoring systems 
it chose, Eaton will soon be equipped to support at least 20 
more years of IT growth while conserving water, energy, and 
natural resources in ways that will generate tens of millions 
of dollars in savings. The good news for other companies is 
that they can achieve similar results by employing the same 
best practices. ■

Figure 4. Eaton’s Heat Containment System (HCS) technology, featuring the scalable Paramount Enclosure System, 

protects mission-critical electronics and servers while lowering air handling-related power usage by up to 30 percent.
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Hot exhaust air is removed from the server enclosures via HCS chimneys located on the top rear of the racks and is then directed back to 

precision cooling units (the CRACs) by way of a ceiling plenum.


